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Abstract—Dynamic optimization problems (DOPs) have been a major challenge for ant colony optimization (ACO) algorithms. The integration of ACO algorithms with immigrants schemes showed promising results on different DOPs. Each type of immigrants scheme aims to address a DOP with specific characteristics. For example, random and elitism-based immigrants perform well on severely and slightly changing environments, respectively. In this paper, two hybrid immigrants, i.e., non-interactive and interactive, schemes are proposed to combine the merits of the aforementioned immigrants schemes. The experiments on a series of dynamic travelling salesman problems showed that the hybridization of immigrants further improves the performance of ACO algorithms.

I. INTRODUCTION

Ant colony optimization (ACO) algorithms are inspired from nature, i.e., the foraging behaviour of real ant colonies [2], [3]. ACO has been initially developed for the travelling salesman problem (TSP) and later on has been applied on several other applications [4], [7], [17]. Most of the optimization problems addressed so far by ACO assume a stationary environment. However, the environment in many real-world applications changes over time. The difference between stationary and dynamic optimization problems is that the aim of the former problems is to locate the static global optimum efficiently whereas the aim of the latter problems is to track the moving global optimum efficiently [10].

Addressing dynamic optimization problems (DOPs) is a challenging task to ACO algorithms, and generally to all optimization algorithms. Once the algorithm converges to an optimum, then it is difficult to escape from it in order to track the new optimum when a dynamic change occurs. The pheromone trails, generated with ACO algorithms, of the previous environment may bias the population of ants into the optimum of the previous environment. A straightforward way to address this issue is to consider every dynamic change as the arrival of a new problem instance that needs to be solved from scratch by re-initializing all the pheromone trails with an equal amount. However, such strategy may be computational expensive and requires the detection of a dynamic change. In case the changing environments have similarities, the re-optimization time may be improved by transferring knowledge from previous environments [1], [10], [12].

Over the years, several strategies have been proposed to enhance the performance of ACO algorithms in DOPs including, maintain diversity strategies [5], [8], [12], increase diversity via immigrants [11], [13], [14], memory-based schemes [9] multi-colony schemes [16]. Among the approaches immigrants schemes have proved that they are straightforward to apply and have good performance on difference DOPs. The policy of immigrants schemes in ACO is to replace a small portion of ants from the population with other randomly generated ants in order to deposit pheromone [11]. Another type of immigrants schemes, is when elitism-based immigrants are generated using the best ant from the previous environment as the base to generate ants and replace other ants in the population [14].

Random and elitism-based immigrants have shown good performance on DOPs with severely and slightly changing environments, respectively [13], [14]. Since different immigrants schemes are suitable for different DOPs, then hybrid immigrants may combine the merits of two or more immigrants schemes [18], [19]. In this paper, we propose two types of hybrid immigrants. The first one generates both types of immigrants may combine the merits of two or more immigrants on each iteration, whereas the second one each type of immigrant is triggered depending on the current status of the algorithm.

Based on the dynamic benchmark generator proposed in [15], a series of dynamic test cases are constructed from several stationary TSP instances and experiments are systematically carried out for several ACO algorithms, including the proposed ones. The experiments show that the hybrid immigrants further improves the performance of ACO algorithms in many dynamic test cases. The rest of the paper is organized as follows. Section II describes the dynamic TSP generated by the benchmark generator. Section III reviews existing integrations of immigrants schemes with ACO. Section IV describes the proposed hybrid immigrants schemes and section V gives the experimental results. Section VI concludes this paper with discussion on future work.

II. DYNAMIC TRAVELLING SALESMAN PROBLEM

A. Description of the Problem

The TSP can be described as follows: given a collection of cities, the objective is to find the shortest path that starts from
one city and visits each of the other cities once before returning to the starting city. The TSP is classified to the $NP$-complete combinatorial optimization problems. Usually, the problem is represented by a fully connected weighted graph $G = (N, A)$, where $N = \{1, \ldots, n\}$ is a set of nodes and $A = \{(i, j) : i \neq j\}$ is a set of arcs. The collection of cities is represented by the set $N$ and the connections between them by the set $A$. Each connection $(i, j)$ is associated with a non-negative value $d_{ij}$ which represents the distance between cities $i$ and $j$.

Formally, the TSP can be described as follows:

$$f(x) = \min_{\{i=1 \ldots n\}} \sum_{j=1}^{n} \sum_{i=1}^{n} d_{ij} \psi_{ij},$$

subject to:

$$\psi_{ij} = \begin{cases} 1, & \text{if } (i, j) \text{ is used in the tour,} \\ 0, & \text{otherwise,} \end{cases}$$

where $\psi_{ij} \in \{0, 1\}$, $n$ is the number of cities, and $d_{ij}$ is the distance between cities $i$ and $j$.

B. Generate Dynamic Test Environments

In order to generate dynamic TSPs (DTSPs), the dynamic benchmark generator for permutation-encoded problems (DBGP) [15] is used, which can convert any static permutation-encoded benchmark problem instance to a dynamic environment. The main advantage of DBGP compared to other benchmark generators is that in case the optimum of the benchmark problem instance is known, then it will remain known during the environmental changes. DBGP shifts the population of the algorithm to search to a new location in the fitness landscape. Other existing DTSP benchmark generators, e.g., the DTSP with traffic factors [14] and the DTSP with exchangeable cities [9], modify the fitness landscape and the optimum value changes in every dynamic change.

Considering the TSP description, each city $i \in N$ has a location defined by $(x, y)$ and each arc $(i, j) \in A$ is associated with a non-negative distance $d_{ij}$. Usually, the distance matrix of a problem instance is defined as $D = (d_{ij})_{n \times n}$. DBGP generates the dynamic case as follows. Every $f$ iterations a random vector $\hat{V}(T)$ is generated that contains exactly $m \times n$ cities, where $T = \lceil t/f \rceil$ is the index of the period of change, $t$ is the iteration count of the algorithm, $f$ determines the frequency of change, $n$ is the size of the problem instance, and $m$ determines the magnitude of change. More precisely, $m \in [0.0, 1.0]$ defines the degree of change, in which only the first $m \times n$ of $\hat{V}(T)$ cities are swapped. Then a randomly re-ordered vector $\hat{U}(T)$ is generated that contains the cities of $\hat{V}(T)$. Therefore, exactly $m \times n$ pairwise swaps are performed in $D$ using the two random vectors $\{(\hat{V}(T) \otimes \hat{U}(T))\}$, where “$\otimes$” denotes the swap operator.

III. ACO IN DYNAMIC ENVIRONMENTS

Conventional ACO algorithms consist of a population of $\mu$ ants where they construct solutions and share their information via their pheromone trails. ACO was initially established for the TSP [3]. More precisely, every ant $k$ is able to construct a complete TSP solution by using a probabilistic rule to move from city $i$ to city $j$ as follows:

$$p_{ij}^k = \frac{[\tau_{ij}]^\alpha [\eta_{ij}]^\beta}{\sum_{i \in N^k} [\tau_{ij}]^\alpha [\eta_{ij}]^\beta}, \quad \text{if } j \in N^k_i,$$

where $\tau_{ij}$ is the existing pheromone trail between cities $i$ and $j$, $\eta_{ij} = 1/d_{ij}$ is the heuristic information available a priori, where $d_{ij}$ is the distance between cities $i$ and $j$ and $N^k_i$ denotes the set of unvisited cities for ant $k$ incident to city $i$.

The pheromone trails are updated after all ants construct solutions, where each ant deposits pheromone according to their solution quality. In this way the next solution construction is more likely to guide ants to promising areas because of the distribution of the pheromone trails. Additionally, pheromone evaporation is performed where small amount of pheromone is deducted from all trails.

This process continues until the algorithm eventually converges. For the DTSP, premature convergence is often dangerous because when a dynamic change occurs it is difficult for the population to escape from the old optimum in order to adapt to the newly generated one. This is due to the high concentration of pheromone trails around the old optimum that bias the ants to still construct solutions for the previous environment rather than exploring for the new one. The pheromone evaporation may be able to eliminate the high intensity of pheromone trails in case they are not frequently used from the ants.

Several other strategies were proposed to eliminate the high intensity of pheromone trails in ACO and enhance their performance in different DOPs such as adaptive pheromone evaporation [12], immigrant schemes [14], population-based ACO [9], pheromone re-initialization strategies [8] and multi caste ACO [16]. The integration of ACO with immigrants schemes proved that enhances the performance on different DOPs such as the DTSP with traffic factors [14], [16] and the DTSP with exchangeable cities [9], [11]. The basic principle of immigrants schemes in ACO is to introduce new ants (immigrants) every iteration to replace other ants from the constructed population and, thus, distribute the pheromone trails into several areas in the search space rather than to a single area (usually near the global optimum).

IV. HYBRID IMMIGRANTS SCHEMES

A. Algorithms’ Framework

Immigrants schemes mainly differ on the way immigrant ants are generated. Random immigrants ACO (RIACO) and elitism-based immigrants ACO (EIACO) were proposed for DTSPs [14]. Random immigrants are generated randomly to represent random TSP tours, whereas elitism-based immigrants are generated by swapping cities from the best solution of the previous environment.

The solution construction of RIACO and EIACO is defined as in Eq. (3). However, the pheromone update of RIACO and EIACO differs from conventional ACO algorithms in the following ways: a) only the $k_b$ best ants are allowed to deposit pheromone in addition with immigrant ants; b) pheromone evaporation is not available; and c) the pheromone trails exist only for a single iteration.
Every iteration $t$, the pheromone table is associated with a short-term memory of $k_s$ size, denoted $k_{short}(t)$ in this paper, and any change to $k_{short}(t+1)$ causes an update to the pheromone table. Within RIACO and EIACO the $k_s$ best ants from the current iteration $t$ replace the ants in $k_{short}(t-1)$.

Furthermore, for RIACO a set $S_{ei}$ of $n_{ei}$ elitism-based immigrants are generated to replace the worst ants in $k_{short}(t)$. For EIACO, the best ant from the previous environment is used as the base to generate a set $S_{ei}$ of $n_{ei}$ elitism-based immigrants to replace the worst ants in $k_{short}(t)$. For the DTSP an elitism-based immigrant is generated by swapping cities with a $p_{ln}$ probability (usually $p_{ln} = 0.01$).

When the worst ants are replaced by immigrant ants, the pheromone trails of each $k$-th worst ant are removed, as follows:

$$\tau_{ij} \leftarrow \tau_{ij} - \Delta \tau_{ij}^k, \forall (i,j) \in T^k,$$  \hspace{1cm} (4)

where $T^k$ represents the tour of ant $k$ and $\Delta \tau_{ij} = (\tau_{max} - \tau_0)/k_s$, where $\tau_{max}$ and $\tau_0$ denote the maximum and initial pheromone values, respectively. Furthermore, the pheromone trails of each $k$-th immigrant ant are added, as follows:

$$\tau_{ij} \leftarrow \tau_{ij} + \Delta \tau_{ij}^k, \forall (i,j) \in T^k,$$  \hspace{1cm} (5)

where $\Delta \tau_{ij}$ and $T^k$ are as defined in Eq. (4).

B. Non-Interactive Hybrid Immigrants

RIACO and EIACO were proposed to address severely and slightly changing DTSPs, respectively. This is natural because in case the environment changes slightly EIACO is more suitable due to the knowledge transferred via elitism-based immigrants. On the other hand, RIACO is suitable in more severely changing environments.

However, there is a high risk with RIACO to disturb the optimization process of ACO because of too much randomization and with EIACO to trap the optimization process of ACO into a local optimum because of too much knowledge transferred. In order to limit both risks and further improve the performance of ACO algorithms in DOPs, RIACO are hybridized together with EIACO, to form hybrid immigrants ACO (HIACO-I).

In [11] and [13] hybrid immigrants showed good offline performance when applied on the DTSP with exchangeable cities and with traffic factors, respectively. In this paper HIACO-I is applied on the DTSPs constructed from the DBGP.

Every iteration $t$ within HIACO-I a set $S_{hi}(t)$ of $n_{ei}$ random immigrants and $n_{ei}$ elitism-based immigrants are generated. In this way, the half of the generated immigrants will be random immigrants and the other half elitism-based immigrants. HIACO-I follows the solution construction defined in Eq. (3) and the same pheromone policy with RIACO and EIACO defined in Eqs 4 and 5.

C. Interactive Hybrid Immigrants

Within HIACO-I, the two types of immigrants, random and elitism-based, are generated without the consideration of the status of algorithm. For example, when the ACO algorithm reaches stagnation behaviour\(^1\) or when too much knowledge in transferred, random immigrants may be more suitable than elitism-based immigrants, since more diversity is needed to help escape from local optima. Therefore, another type of hybrid immigrants in which random and elitism-based immigrants are triggered interactively can be proposed to combine the merits of RIACO and EIACO, denoted HIACO-II in this paper. The basic idea is to generate only elitism-based immigrants every iteration and when the algorithm reaches stagnation behaviour to generate only random immigrants.

The $\lambda$-branching factor [6] is an efficient way to define whether ACO has reached stagnation behaviour. The idea of $\lambda$-branching is described as follows: If for a given city $i \in V$, the concentration of pheromone trails on almost all the incident arcs becomes very small but is large for a few others, then the freedom of exploring other paths from city $i$ is very limited. Therefore, if this situation arise simultaneously for all cities of graph $G$, the search space that is searched by ants becomes relatively small.

The average $\bar{\lambda}(t)$ branching factor at iteration $t$ is defined as follows:

$$\bar{\lambda}(t) = \frac{1}{2n} \sum_{i=1}^{n} \lambda_i,$$  \hspace{1cm} (6)

where $n$ is the number of cities and $\lambda_i$ is the $\lambda$-branching factor for city $i$, which is defined as follows:

$$\lambda_i = \sum_{j=1}^{d} L_{ij},$$  \hspace{1cm} (7)

where $d$ is the number of available arcs incident to city $i$ and $L_{ij}$ is defined as follows:

$$L_{ij} = \begin{cases} 1, & \text{if } (\tau_{min}^i + \lambda(\tau_{max}^i - \tau_{min}^i)) \leq \tau_{ij}, \\ 0, & \text{otherwise,} \end{cases}$$  \hspace{1cm} (8)

where $\lambda$ is a constant parameter ($\lambda = 0.05$ by default [6]), $\tau_{min}$ and $\tau_{max}$ are the minimum and maximum pheromone trail values on the arcs incident to city $i$, respectively. A value of $\bar{\lambda}(t)$ close to 1 indicates stagnation behaviour.

According to the behaviour of the algorithm in terms of searching and the rules described above, either random or elitism-based immigrants are triggered as follows:

$$S_{hi}(t) = \begin{cases} S_{ei}, & \text{if } \bar{\lambda}(t) > \epsilon, \\ S_{ri}, & \text{otherwise,} \end{cases}$$  \hspace{1cm} (9)

where $\bar{\lambda}(t)$ is defined in Eq. (6) that indicates the status of the algorithm and $\epsilon$ is a threshold value. When $\epsilon = 1$, which is the default value, indicates stagnation behaviour whereas a higher value $\epsilon > 1$ indicates exploration. Hence according to the rules defined in Eq. (9) whenever HIACO-II reaches stagnation behaviour random immigrants are triggered to move the population into different areas in the search space.

V. EXPERIMENTAL STUDY

A. Experimental Setup

In the experiments, we investigate the performance of HIACO-I and HIACO-II compared with standard ACO.
TABLE I. EXPERIMENTAL RESULTS REGARDING THE OFFLINE PERFORMANCE OF ACO ALGORITHMS

<table>
<thead>
<tr>
<th>Algorithms &amp; DTSPs</th>
<th>kroA100 (Optimum=21282)</th>
<th>kroA150 (Optimum=26524)</th>
<th>kroA200 (Optimum=29368)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f = 10, m \Rightarrow )</td>
<td>( 0.1 )</td>
<td>( 0.25 )</td>
<td>( 0.5 )</td>
</tr>
<tr>
<td>SACO</td>
<td>25103.7</td>
<td>26944.7</td>
<td>28749.8</td>
</tr>
<tr>
<td>RIA CO</td>
<td>24327.5</td>
<td>25843.7</td>
<td>26600.2</td>
</tr>
<tr>
<td>EIACO</td>
<td>22992.1</td>
<td>24696.1</td>
<td>25388.5</td>
</tr>
<tr>
<td>HIACO-I</td>
<td>23588.1</td>
<td>25539.5</td>
<td>26139.3</td>
</tr>
<tr>
<td>HIACO-II</td>
<td>23260.9</td>
<td>24812.1</td>
<td>25144.6</td>
</tr>
<tr>
<td>( f = 100, m \Rightarrow )</td>
<td>( 0.1 )</td>
<td>( 0.25 )</td>
<td>( 0.5 )</td>
</tr>
<tr>
<td>SACO</td>
<td>23347.9</td>
<td>23956.2</td>
<td>24187.8</td>
</tr>
<tr>
<td>RIA CO</td>
<td>22002.0</td>
<td>22465.4</td>
<td>22779.2</td>
</tr>
<tr>
<td>EIACO</td>
<td>22096.6</td>
<td>22494.5</td>
<td>22834.0</td>
</tr>
<tr>
<td>HIACO-I</td>
<td>21921.6</td>
<td>22288.7</td>
<td>22675.2</td>
</tr>
<tr>
<td>HIACO-II</td>
<td>21917.4</td>
<td>22345.8</td>
<td>22756.3</td>
</tr>
</tbody>
</table>

(SACO), RIA CO and EIACO. All common algorithmic parameters were set as follows: \( \alpha = 1, \beta = 5 \) and the population size \( \mu = 50, k_\varepsilon \) was set to 6 and the number of immigrants was set to \( n_{ri} = n_{ei} = n_{hi} = 2 \) for RIA CO, EIACO, HIACO-I and HIACO-II. \( \rho \) was set to 0.5 for SACO and \( \epsilon \) was set to 1 for HIACO-II.

DTSPs are generated from three stationary benchmark instances obtained from TSPLIB\(^2\) using the DBGP generator with \( f \) set to 10 and 100 indicating quickly and slowly changing environments, respectively, and \( m \) set to 0.1, 0.25, 0.5 and 0.75, indicating slowly, to medium, to severely changing environments, respectively. Totally, a series of 8 DTSPs are constructed from each stationary instance.

For each ACO algorithm on a DTSP, 30 independent runs were executed on the same set of random seed numbers. For each run 1000 iterations were allowed and the best so far ant after a dynamic change was recorded every iteration. The overall offline performance [10] of an ACO on a DTSP is defined as follows:

\[
\tilde{P}_{OFF} = \frac{1}{E} \sum_{i=1}^{E} \left( \frac{1}{R} \sum_{j=1}^{R} P_{i,j}^* \right),
\]

where \( R \) is the number of runs, \( E \) is the number of iterations, and \( P_{i,j}^* \) defines the tour cost of the best ant of iteration \( i \) of run \( j \). Moreover, the population diversity [13] was recorded as follows:

\[
\tilde{T}_{DIV} = \frac{1}{E} \sum_{i=1}^{E} \left( \frac{1}{R} \sum_{j=1}^{R} DIV_{ij} \right),
\]

where \( DIV_{ij} \) is the diversity of the population in iteration \( i \) of run \( j \). For the DTSPs, \( DIV_{ij} \) can be calculated as follows:

\[
DIV_{ij} = \frac{1}{\mu(\mu - 1)} \sum_{p=1}^{\mu} \sum_{q \neq p}^{\mu} M(p, q),
\]

where \( \mu \) is the size of population and \( M(p, q) \) is the similarity metric between ants \( p \) and \( q \) defined as:

\[
M(p, q) = 1 - \frac{c_E_{pq}}{n},
\]

where \( c_E \) is defined as the number of common edges (arcs) between the solutions of ants \( p \) and \( q \), and \( n \) is the number of cities. A value \( M(p, q) \) closer to 0 means that the ants are more similar.

B. Basic Experimental Results and Analysis

The experimental results regarding the offline performance of the investigated ACO algorithms for each dynamic test case are presented in Table I. The corresponding statistical results are presented in Table II, where Kruskal–Wallis tests were applied followed by posthoc paired comparisons using Mann–Whitney tests with the Bonferroni correction. In Table II, the results are presented as “+”, “−” and “∼” when the first algorithm is significantly better than the second one, when the second algorithm is significantly better than the first one and when the two algorithms are not significantly different, respectively.

Moreover, the dynamic behaviour of ACO algorithms in terms of offline performance of the first 10 environmental changes with \( f = 10 \) and \( m = 0.1 \) for the first 5 environmental changes with \( f = 100 \) and \( m = 0.75 \) is presented in Fig. 1 and Fig. 2, respectively. The corresponding dynamic behaviour in terms of population diversity is presented in Fig. 3 and Fig. 4. From the experimental results, several observations can be made by comparing the behaviour of the investigated algorithms.

First, RIA CO significantly outperforms SACO in all dynamic test cases; see the comparisons of RIA CO \( \rightarrow \) SACO in Table II. This supports our claim that the conventional SACO biases the population towards non-promising areas due to the high concentration of pheromone trails generated from previous environments. On the other hand, RIA CO eliminates the pheromone trails of the previous environments directly because of the different pheromone update policy. Furthermore, RIA CO significantly outperforms or it is comparable with EIACO.

\(^2\)http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/
in some dynamic test cases (i.e., kroA100) with \( f = 100 \) and \( m = 0.5 \) and \( m = 0.75 \) which can be observed from Fig. 2. However, RIACO usually performs significantly worse than EIACO in most DTSPs because random immigrants may disturb the optimization process. This can be observed from Fig. 3 and Fig. 4 where RIACO maintains the highest diversity among other ACO algorithms that follow the same pheromone update policy.

Second, EIACO significantly outperforms SACO in all dynamic test cases and RIACO in most dynamic test cases (except DTSPs with \( m = 0.5 \) and \( m = 0.75 \)); see the comparisons of EIACO \( \leftrightarrow \) SACO and EIACO \( \leftrightarrow \) RIACO, respectively, in Table II. This supports our claim when the changing environments are similar then the knowledge transferred via elitism-based immigrants in EIACO may guide the population towards promising areas which can be observed from Fig. 1. Moreover, it can be observed from Fig. 3 and Fig. 4 that EIACO maintains the lowest diversity than its competitors.

Third, HIACO-I significantly outperforms SACO and RIACO in most dynamic test cases; see the comparisons of HIACO-I in Table II. When comparing the performance of HIACO-II over EIACO it can be observed that HIACO-II significantly outperforms EIACO on DTSPs with \( f = 10 \) and \( m = 0.5 \) and \( m = 0.75 \), whereas EIACO is comparable with HIACO-II on most DTSPs with \( f = 100 \). When comparing the performance of the two hybrid algorithms it can be seen that HIACO-II significantly outperforms HIACO-I in DTSPs with \( f = 10 \) whereas HIACO-I outperforms HIACO-II in DTSPs with \( f = 100 \); see the comparisons of HIACO-II \( \leftrightarrow \) HIACO-I in Table II.

C. Experimental Results of the \( \epsilon \) Parameter in HIACO-II

The performance of HIACO-II is furthermore investigated with different \( \epsilon \) parameters defined in Eq. (9). This parameter defines the threshold to trigger random immigrants. For example, when \( \epsilon = 1.0 \) then random immigrants are triggered when HIACO-II reaches stagnation behaviour. When \( \epsilon > 1.0 \), then random immigrants are triggered when HIACO-II reaches near to stagnation behaviour. The offline performance of HIACO-II with different \( \epsilon \) values is given in Fig. 5 for DTSPs with \( f = 100 \).

Finally, HIACO-II significantly outperforms SACO and RIACO in most dynamic test cases; see the comparison of HIACO-II in Table II. When comparing the performance of HIACO-II over EIACO it can be observed that HIACO-II significantly outperforms EIACO on DTSPs with \( f = 10 \) and \( m = 0.5 \) and \( m = 0.75 \), whereas EIACO is comparable with HIACO-II on most DTSPs with \( f = 100 \). When comparing the performance of the two hybrid algorithms it can be seen that HIACO-II significantly outperforms HIACO-I in DTSPs with \( f = 10 \) whereas HIACO-I outperforms HIACO-II in DTSPs with \( f = 100 \); see the comparisons of HIACO-II \( \leftrightarrow \) HIACO-I in Table II.

3The corresponding results for DTSPs with \( f = 10 \) have similar observations and thus they are not presented
when $\epsilon$ is set to a higher value (i.e., $\epsilon > 1.1$) the performance is always degraded because random immigrants are generated most of the times and may disturb the optimization process. Hence a good value of $\epsilon$ of HIACO-II in DOPs is in the range of $[1.0, 1.1]$.

VI. CONCLUSIONS AND FUTURE WORK

The integration of immigrants schemes with ACO algorithms showed good performance on different DOPs. The performance of different immigrants schemes depends on the characteristics of the DOP. In this paper, we hybridize random and elitism-based immigrants and investigate their interaction. Two hybrid immigrants schemes are proposed, i.e., non-interactive and interactive hybrid immigrants, denoted HIACO-I and HIACO-II in this paper, respectively. Within the former scheme random and elitism-based immigrants are both generated in every algorithmic iteration, whereas within the latter scheme elitism-based immigrants are generated in every algorithmic iteration and random immigrants are triggered whenever stagnation behaviour occurs.

The two hybrids are compared with other peer ACO algorithms on different dynamic tests cases of the DTSP.
the experiments several concluding remarks can be drawn. First, random immigrants schemes are helpful for some DTSPs but they may be harmful on other DTSPs because of their inconsistent behaviour. Second, elitism-based immigrants are more consistent than random immigrants and perform well on DTSPs that the changing environments are similar. Third, both interactive and non-interactive hybrid immigrants combine the principles of random and elitism-based immigrants effectively. Finally, a high level of diversity generated or too much knowledge transferred does not always lead to a better performance of ACO algorithms in dynamic environments.

Generally speaking, interactive and non-interactive hybrid immigrants schemes are a good choice for ACO algorithms to address quickly and slowly changing environments, respectively.

There are several relevant future works. First, hybridize other immigrants schemes, e.g., random immigrants and memory-based immigrants [13], [14] that can be useful in DOPs where the environments re-appear (i.e., cyclic dynamic environments). Second, it will be interesting to apply hybrid immigrants to other DOPs, e.g., dynamic vehicle routing problem [12].
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